CHAPTER 17 |

17.1 Introduction

A crucial part of understanding a sentence is to
construct its syntactic structure, Without this, it
would be very difficult for language users to
determine that sentences with different word
orders, such as The man sees the woman and The
woman sees the man have different interpreta-
tions, or explain why sentences such as The hurter
killed the poacher with the rifle have two possible
interpretations. The processes involved in con-
structing syntactic structures during language
comprehension are commonly referred to as
parsing or syntactic processing.

Sentence processing research has shown that
parsing is largely incremental, i.e. language
comprehenders incorporate each word into the
preceding syntactic structure as they encounter
it; they do not delay syntactic structure build-
ing until, for instance, the end of the sentence
or phrase (e.g. Marslen-Wilson, 1973; 1975).
Evidence for incrementality comes from numer-
ous studies that show that language compre-
henders experience difficulty with temporarily
ambiguous sentences well before the end of the
sentence. For example, many experiments have
shown that readers slow down in the region by
the lawyer in (1) (e.g. Clifton et al., 2003; Ferreira
and Clifton, 1986; Rayner et al., 1983; Trueswell
etal., 1994).

1. The defendant examined by the lawyer
turned out to be unreliable.

This sentence is temporarily ambiguous at
examined, because this verb could be part of a
reduced relative structure, in which it is a past
participle, or part of a main clause structure, in
which it is a past tense verb. The finding that
people experience difficulty at by the lawyer is
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normally interpreted as evidence that people ini-
tially favor the main clause analysis, and experi-
ence difficulty because by the lawyer rules out
this analysis. The difficulty that people experi-
ence in such a case is often referred to as a
“garden-path effect” (Bever, 1970).

There is considerable controversy about when
people use different sources of information dur-
ing sentence processing. Most controversially,
do they immediately use all relevant sources of
information, or are some sources of informa-
tion delayed relative to others? Sentence pro-
cessing theories can roughly be divided into
interactive accounts, in which all relevant infor-
mation can be used immediately, and modular
accounts, in which some information can be used
immediately but some information cannot.

17.2 Modular models

Modular models assume that the mind consists
of modules that perform very specific processes
(e.g. Fodor, 1983). These processes are informa-
tionally encapsulated: they use only information
represented within this module. In sentence
processing research, this has led to the question
of whether syntactic processes are separable from
other processes such as semantic and discourse
processing,.

Modularity and informational encapsulation
in sentence processing have usually been investi-
gated using (temporarily) ambiguous sentences.
In unambiguous sentences, syntactic information
provides an extremely strong structural cue,
so even according to models that are not modu-
lar, non-syntactic factors are unlikely to have
much of an effect on processing. Therefore, most
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sentence processing studies have investigated
how different sources of information are
employed during the processing of globally and
temporarily ambiguous sentences, where syn-
tactic cues allow multiple interpretations.

According to by far the most influential mod-
ular account of syntactic ambiguity resolution,
the garden-path model (e.g. Frazier, 1987), the
sentence processor initially employs only infor-
mation about the syntactic structure of the sen-
tence to adopt a single analysis in (temporarily)
ambiguous sentences. Other, non-structural
sources of information such as semantics, context,
and frequency of the structures are employed
during later stages of processing (e.g. Frazier,
1987; Rayner et al., 1983). When the initial analy-
sis is inconsistent with information that becomes
available later, the processor has to reanalyze,
and processing difficulty ensues.

The garden-path model stipulates that the
principles of minimal attachment and of late
closure determine people’s initial analysis of
(temporarily) ambiguous sentences. These prin-
ciples are language-universal, so they apply to all
ambiguities in any language. According to mini-
mal attachment, the processor incorporates an
ambiguous phrase into the preceding syntactic
tree structure using the fewest number of nodes.
This explains the garden-path effect in sentences
such as (1). Figure 17.1a shows a simplified tree
structure of the reduced relative analysis (Frazier,
1979), while Figure 17.1b shows the tree structure
of the main clause analysis. At examined, the
reduced relative analysis requires more nodes
(the circled NP and S nodes) than the main clause
analysis, so the main clause analysis is initially
adopted. However, this analysis is inconsistent
with the disambiguation at by the lawyer, so the
processor cannot attach this phrase (as indi-
cated in Fig. 17.1b) and has to reanalyze. Hence,
(1) is harder to process than an unambiguous
relative clause containing that was preceding the
verb examined (e.g. Ferreira and Clifton, 1986;
Trueswell et al., 1994). The minimal attachment
principle also explains people’s parsing prefer-
ences in many other syntactic ambiguities across
different languages.

If two analyses of an ambiguous structure
have an equal number of tree structure nodes,
the late closure principle applies. It predicts that
people attach an ambiguous phrase to the cur-
rently processed phrase. The late closure principle
accounts for parsing preferences in many other
ambiguities. For example, it predicts that in (2),
the relative clause that was tasty prefers to attach
low to the most recent noun phrase the sauce
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Figure 17.1 (a) Simplified tree structure of the
reduced relative analysis for The defendant
examined by the lawyer turned out to be unreliable.
(b) Simplified tree structure of the main clause
analysis.

- rather than high to the steak (e.g. Traxler et al.,

1998; Gilboy et al., 1995).

2. The steak with the sauce that was tasty didn’t
win a prize.

In many cases, late closure results in a preference
for attachment to the most recent phrase in the
preceding part of the sentence, and therefore it
makes predictions similar to those of recency
principles in other theories (Gibson, 1998;
Kimball, 1973; Stevenson, 1994). Proponents of
the garden-path model have conducted several
studies that showed evidence for garden-path
effects predicted by minimal attachment and
late closure (e.g. Ferreira and Clifton, 1986;
Frazier and Rayner, 1982; Rayner et al., 1983),
The garden-path account assumes a third pars-
ing principle, known as the “active filler strategy,”
which accounts for the way in which people
process unbounded dependencies, as found in
relative clauses and questions such as (3).



3. Who did the housekeeper from Germany
urge the guests to consider?

Following transformational grammars (e.g.
Chomsky, 1981), the garden-path theory assumes
that the filler who has been moved from its orig-
inal direct object position and leaves a gap. The
active filler strategy predicts that the processor
fills the gap as early as possible. Because the gap
following urge (as in The housekeeper from
Germany urged who?) occurs earlier than follow-
ing consider (the correct interpretation), the
active filler strategy predicts a misanalysis in (3),
resulting in processing difficulty. Several experi-
ments have provided evidence consistent with
this strategy (e.g. Frazier and Clifton, 1989;
Frazier and Flores D’Arcais, 1989), though the
data are also compatible with accounts without
gaps (Traxler and Pickering, 1996); see also
Phillips and Wagers (Chapter 45 this volume).

Although the garden-path model has been the
dominant modular account, a number of alter-
native accounts also claim that the processor
initially ignores certain sources of information.
Most of these assume that the processor prefers
analyses that involve a thematic relationship; in
other words, it prefers arguments, which receive
a thematic role from another word in the sen-
tence (e.g. a verb), over adjuncts, which do not
(e.g. Abney, 1989; Crocker, 1995; Pritchett, 1992).
In support of this, Schiitze and Gibson (1999)
found that minimal attachment of the adjunct
phrase for a month to the verb phrase containing
considered in (4a) was harder to process than
non-minimal argument of the argument phrase
for a raise to the noun phrase employee demands
in (4b).

4a. The company lawyers considered employee
demands for a month but they did not act.

4b. The company lawyers considered employee
demands for a raise but they did not act.

17.3 Reanalysis

An important question in modular accounts is
what happens once the processor discovers that
the initial analysis is inconsistent with subse-
quently processed disambiguating information
and has to reanalyze (i.e., it has to construct an
alternative analysis). We will discuss reanalysis
before we move on to interactive models, because
it plays such an essential role in modular models.
Modular accounts are generally serial models, so
they assume that the processor adopts only a
single analysis at any one time. Reanalysis occurs
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when the initial analysis is inconsistent with later
information. Detection of the misanalysis and
the subsequent reanalysis of the initial structure
result in processing difficulty.

It is usually assumed that reanalysis occurs
when the initially adopted analysis is inconsis-
tent with later syntactic information, i.e. syn-
tactic information makes the initial analysis
ungrammatical. Implausibility of the initial analy-
sis may also be able to trigger reanalysis (Pickering
and Traxler, 1998). However, there is little evi-
dence for reanalysis when the initial choice
remains syntactically possible and semantically
plausible, but other sources of information (e.g.
recency) favor the alternative analysis (Schneider
and Phillips, 2001; Sturt et al., 2001).

Models of reanalysis provide an explanation
for why some types of reanalysis appear to be
more difficult than others (e.g. Gorrell, 1995;
Pritchett, 1992; Sturt and Crocker, 1996). These
theories have often relied on intuitive judge-
ments about reanalysis difficulty, but there are
also a number of experimental studies that have
tested different factors affecting reanalysis cost.
For example, Sturt et al. (1999) compared reanaly-
sis cost in object/complement clause ambiguities
such as (5a) with that in object/null comple-
ment ambiguities such as (5b).

5a. The Australian woman saw the famous
doctor had been drinking quite a lot.

5b. Before the woman visited the famous doctor
had been drinking quite a lot.

Although the ambiguities were controlled for
non-syntactic factors such as lexical frequency
preferences, processing difficulty with (5b) was
larger than with (5a). Pritchett’s (1992) explana-
tion of this difference is that the famous doctor
has to move out of the thematic domain of visited
in (5b), whereas it remains within the domain of
saw in (5a). Alternatively, both Gorrell (1995)
and Sturt and Crocker (1996) proposed that the
parser has to change hierarchical relations in the
tree structure in (5b) but not in (5a).

Several other studies have shown that the
length of the temporarily ambiguous phrase
(e.g. the famous doctor in (5)) affects reanalysis
cost (e.g. Ferreira and Henderson, 1991; Tabor
and Hutchins, 2004). Ferreira and Henderson
(1991) argued that the further the head noun
(e.g. doctor) is from the point of disambigua-
tion, the stronger the processor commits to a
thematic analysis, and the harder reanalysis is.
Finally, Sturt et al. (2002) showed that during
reanalysis, attachment to a recent phrase is pre-
ferred to attachment to a more distant phrase,
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suggesting that reattachment to a distant phrase
is costly.

However, experiments by Christianson et al.
(2001) suggested that people do not always
successfully abandon their initial analysis after
encountering a syntactic disambiguation, con-
trary to the assumptions implicit in most
reanalysis models. Christianson et al. showed
that following temporarily ambiguous sentences
such as (6), participants usually answered the
question Who spit up on the bed? correctly, sug-
gesting that they had correctly analyzed the baby
as the subject of spit up.

6. While Anna dressed the baby that was small
and cute spit up on the bed.

The more striking result was that following sen-
tences such as (6), participants more often
answered yes to the question Did Anna dress the
baby? than following sentences that were disam-
biguated by a comma following dressed. Hence,
Christianson et al. concluded that readers adopted
the subject analysis for the baby, while at the same
time they retained the (incorrect) analysis on which
this phrase was the object of the preceding verb.
One possibility is that these results are due to
strategic processes that occur when people have
to answer the question. However, in a reading
study, Kaschak and Glenberg (2004) showed
that incorrectly adopted structures affect the
reading of subsequent utterances in cases where
the correct alternative is a newly learned struc-
ture. Furthermore, van Gompel et al. (2006)
showed that the initially adopted but incorrect
analysis primes the production of subsequent
sentences. Hence, these results suggest that the
initial analysis retains activation even if the dis-
ambiguation is inconsistent with it.

17.4 Interactive models

In contrast to modular models, interactive
accounts assume that the processor immediately
draws upon all possible sources of information
during sentence processing, including seman-
tics, discourse context, and information about
the frequency of syntactic structures. Current
interactive models are usually called constraint-
based theories (e.g. MacDonald et al., 1994;
McRae et al., 1998; Trueswell et al., 1994) and
follow from earlier interactive accounts (e.g.
Tyler and Marslen-Wilson, 1977). They generally
assume that all syntactic alternatives are acti-
vated in parallel, with the analysis receiving most
support from the various sources of information
or constraints being activated most. When one

analysis has a much higher activation than its
alternative(s), processing is easy, but when two
analyses have an approximately equal activation,
competition occurs, and this results in process-
ing difficulty. For example, when the constraints
at the beginning of the sentence highly activate
one analysis, but disambiguating information
later in the sentence activates an alternative analy-
sis, the two analyses have a similar activation at
the point of disambiguation. In such a case, it
takes a long time before the correct analysis wins
the competition and before the incorrect (but
initially highly activated) analysis is inhibited.
This results in processing difficulty. Note that
there is no true reanalysis in this type of model,
because both analyses are activated from the
onset of the ambiguity, so disambiguation does
not necessitate the construction of an analysis
that was not initially considered.

Most constraint-based models are lexicalist:
they assume that syntactic information is asso-
ciated with words. For example, it is generally
assumed that all verbs contain information about
the frequency with which they occur in particu-
lar argument frames and that this type of infor-
mation is used during syntactic ambiguity
resolution. Hence, many models assume that
there is a tight correspondence between sentence
comprehension and production preferences:
structures that are frequently produced should
be easier to process than structures than are
infrequent. One possible way to determine fre-
quency constraints is to experimentally elicit
production preferences by asking participants to
complete sentence fragments. Constraint-based
theories claim that parsing preferences should
correlate with such completion preferences (e.g.
Garnsey et al., 1997; McRae et al., 1998; Trueswell
etal., 1993).

Constraint-based theorists have implemented
computational models to explain how various
sources of information interact during the pro-
cessing of reduced relative clause ambiguities.
One such model was proposed by McRae et al.
(1998) and Spivey and Tanenhaus (1998). In
their model, contextual information, semantic
constraints, and information about the struc-
tures’ frequency determine the activation levels
of alternative syntactic analyses. At each word,
the syntactic analyses compete until one reaches
a threshold level of activation and the others are
sufficiently inhibited. The longer it takes one
analysis to reach threshold, the longer process-
ing times are. Hence, processing is slow when two
analyses receive approximately equal support
from the different constraints and fast when one
analysis receives much more support than its



alternative(s). McRae et al. showed that this
model accurately predicted processing difficulty
in reduced relatives.

Tabor and Tanenhaus (1999; Tabor et al.,
1997) reported a different type of constraint-
based model that learns to predict sentence frag-
ment continuations using sentences generated
by a grammar which employs information
about the frequency with which structures
occur. The sentence fragments are represented
in a multidimensional space, with fragments
which have similar continuations forming clus-
ters that function as attractors. Tabor and col-
leagues assume that processing times for
ambiguous sentences can be modeled as the
time it takes for a representation of a sentence
fragment to drift to one of the attractors in the
space: the more similar a sentence fragment
representation is to those in a single cluster and
the denser that cluster is, the faster it reaches the
attractor. The model predicts that the faster the
attractor is reached, the faster processing should
be. Because the clusters reflect both syntactic
and semantic similarities between sentence frag-
ments, both sources of information should be
used immediately during syntactic ambiguity
resolution. Tabor and Tanenhaus (1999) showed
that in this way reading times for reduced rela-
tives could be accurately modelled.

17.5 Semantic effects

Semantic information often provides strongly
constraining information for syntactic analysis,
0 an important question has been whether this
information is used immediately to guide sen-
tence processing. According to constraint-based
models, semantic information should have an
immediate effect on sentence processing, whereas
according to modular models, the use of this
information should be delayed.

A number of studies have investigated the
reduced relative/main clause ambiguity in (7) (see
above).

7a. The defendant examined by the lawyer
turned out to be unreliable.

7b. The evidence examined by the lawyer
turned out to be unreliable.

When people encounter examined in (7a), both
the main clause and the reduced relative analysis
are plausible. All studies show that reading times
for by the lawyer are longer than for the same
region in unambiguous sentences containing
that was preceding examined, suggesting that
people initially adopt the main clause analy-
sis, and have to revise this when they reach the
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disambiguation. The crucial question is whether
similar difficulty occurs in (7b), where semantic
or animacy information rules out the main clause
analysis (evidence cannot examine anything).
Some eye-movement reading studies found no
immediate effects of semantics, so (7b) did not
differ from (7a) (Ferreira and Clifton, 1986;
Rayner et al., 1983), whereas another found no
sign of difficulty with (7b) at all, in comparison
to an unambiguous control (Trueswell et al.,
1994). However, a more recent study by Clifton
et al. (2003), which used more materials and
additional eye-movement measures, did observe
difficulty with (7b). Similarly, experiments on
different types of ambiguity also show that
semantic information fails to override syntactic
preferences (e.g. Hoeks et al., 2006; Schriefers
et al., 1995). Hence, it appears that, if anything,
semantics has only a weak effect on sentence
processing.

However, this is not necessarily inconsistent
with constraint-based models, so long as seman-
tics provides a fairly weak constraint. Other
methods may therefore be more helpful in dis-
criminating between the models. Using a speed/
accuracy trade-off method (in which partici-
pants are forced to respond quickly whether
or not they are confident of the appropriate
response), McElree and Griffith (1995) showed
that semantics had a slower effect on grammati-
cality judgements than syntax, even though both
provided equally strongly constraining informa-
tion. Furthermore, in an ERP study, Hagoort
(2003) showed that semantic effects, reflected
by an N400 ERP response, were larger when
the sentence contained a syntactic violation.
In contrast, syntactic effects, reflected by a P600
response, were unaffected by semantic violations.
Together, these results suggest that syntax affects
semantic interpretation and therefore that syn-
tax functionally precedes semantics. In con-
clusion, most evidence seems to suggest that
semantics does not constrain initial syntactic
analysis. This is most consistent with modular
models.

17.6 Frequency effects

Constraint-based theories assume that people
make immediate use of information about struc-
tural frequency. However, there are different
possibilities here. Mitchell et al. (1995) distin-
guished between fine-grained, lexical frequency
information, which takes into account how often
specific words (especially verbs) occur in partic-
ular structures, and coarse-grained information,
which simply considers the frequency of the



294 - CHAPTER 17 Syntactic parsing

structure itself. They argued that a coarse-grained
frequency account might explain why different
languages have different relative clause attach-
ment preferences in sentences such as (8).

8a. The journalist interviewed the daughter of
the colonel who had the accident.

8b. El periodista entrevisto a la hija del coronel
que tuvo el accidente.

In the English sentence (8a) and its Spanish
translation (8b), the relative clause who had the
accident may be attached to either the daughter
(high in the tree structure) or to the colonel (low).
Cuetos and Mitchell (1988) found a low attach-
ment preference in English, but a high attach-
ment preference in Spanish. More recent studies
have shown either no preference or a weak low
attachment preference in English (e.g. Carreiras
and Clifton, 1993; 1999; Traxler et al., 1998),
whereas many other languages, such as Spanish,
Dutch, and French, show a preference for high
attachment (e.g. Brysbaert and Mitchell, 1996;
Carreiras and Clifton, 1993; 1999; Zagar et al,,
1997). Mitchell et al. (1995) argued that attach-
ment preferences may be different between lan-
guages because in some languages, high relative
clause attachment is most frequent, whereas in
a language like English, low attachment is most
frequent.

Cross-linguistic differences in relative clause
attachment present a problem for the garden-
path theory, because late closure predicts a uni-
versal preference for low attachment. Hence,
Frazier and Clifton (1996) proposed that the
garden-path theory only holds for primary
phrases (roughly, arguments), and that non-
structural information can have an immediate
effect on the processing of other phrases.
Essentially, this implies that the processor is no
longer modular for non-primary phrases such
as relative clauses.

However, the coarse-grained frequency account
has difficulty explaining why there is a high
attachment relative clause preference in Dutch
(Brysbaert and Mitchell, 1996) even though low
attachment is more frequent (Mitchell and
Brysbaert, 1998). Furthermore, relative clause
attachment preferences are strongly affected by
particular words. For example, languages show
a strong low attachment preference when the
preposition in the noun phrase is with (e.g. the
colonel with the daughter), but either no prefer-
ence or a much weaker preference with of (Gilboy
et al., 1995; Traxler et al., 1998); and attachment
preferences are also affected by animacy and con-
creteness (e.g. Desmet et al,, 2006). A frequency-
based model therefore has to assume that the

processor takes more fine-grained frequency
information into account.

Many constraint-based theories assume that
the processor employs both coarse-grained and
fine-grained lexical frequency information (e.g.
McRae et al., 1998; Tabor and Tanenhaus, 1999),
but tests of the theories have largely focused on
the latter. Trueswell et al. (1993) tested sentences
such as (9), where the solution is temporarily
ambiguous between an object analysis (the student
forgot the solution) and the correct complement-
clause analysis.

9a. The student forgot the solution was in the
book.

9b. The student hoped the solution was in the
book.

The verb forgot occurs more frequently with an
object, whereas hoped occurs most frequently
with a complement clause. Trueswell et al.
observed that (9a) took longer to read than
sentences disambiguated by that following the
critical verb, whereas there was no difference for
sentences such as (9b). This suggests that people
use lexical frequency information during syn-
tactic ambiguity resolution (see also Garnsey
et al., 1997; Mitchell and Holmes, 1985; Trueswell,
1996). These results are difficult to reconcile with
structurally based models such as the garden-
path model unless one assumes that frequency
information can be used very rapidly to revise
initial structural decisions (e.g. Frazier, 1987;
1995). However, a number of studies suggest that
lexical frequency information is not used to
guide initial processing (e.g. Kennison, 2001;
Mitchell, 1987; Pickering et al., 2000). For exam-
ple, Pickering et al. showed that readers experi-
enced difficulty in (10) shortly after her exercises
(an implausible object) even though the verb
realised is biased towards the complement clause
analysis.

10. The young athlete realised her exercises one
day might make her a world-class sprinter.

One way of explaining these conflicting results is
to assume that the verb bias facilitates the com-
plement-clause analysis, but does not com-
pletely rule out the object analysis. Therefore,
there is some difficulty when the object analysis
is implausible.

17.7 Discourse effects

Crain and Steedman (1985) argued that many
parsing preferences occur because the sentences
are presented in isolation. In the absence of
a context, people initially prefer to attach the



prepositional phrase with the dynamite/new lock
in (11) to the verb phrase containing blew open
rather than to the noun phrase the safe (Rayner
etal., 1983).

11a. The burglar blew open the safe with the
dynamite and made off with the loot.

11b. The burglar blew open the safe with the
new lock and made off with the loot.

But when the same sentences are presented with
specific discourse contexts, the preferences may
change. Altmann and Steedman (1988) had par-
ticipants first read a context sentence that referred
to either one or two safes. If only one safe had
been mentioned, then the complex noun phrase
the safe with the new lock is unnecessarily spe-
cific, so the prepositional phrase with the new
lock took a long time to read. But if two safes
had been mentioned, then the simple noun
phrase the safe fails to pick out a particular safe,
and so the phrase with the dynamite took a long
time to read. Altmann and Steedman claimed
that people initially adopt whichever analysis is
compatible with the discourse context, attaching
the prepositional phrase to the verb phrase when
one safe has been mentioned, but to the noun
phrase when two safes have been mentioned.
In the absence of any context, verb-phrase attach-
ment is preferred because the processor has to
assume one unmentioned safe, which is easier
than assuming more than one unmentioned
safe. The findings from Altmann and Steedman’s
(1988) study are consistent with several other
studies investigating referential context effects
(e.g. Altmann et al., 1992; Van Berkum et al,,
1999). However, it appears that one important
factor is the strength of the bias when the syn-
tactically ambiguous sentence is presented in the
absence of a context. Several studies suggest that
referential contexts may affect the processing of
weakly biased structures, but not of more strongly
biased structures (Altmann et al., 1998; Britt,
1994; Britt et al., 1992; Spivey and Tanenhaus,
1998). In particular, Britt (1994) showed that
referential contexts neutralized the preference to
attach a prepositional phrase to the verb phrase if
the prepositional phrase was an optional argu-
ment of the verb (12a, b), but not if it was an
obligatory argument (12c, d).

12a. He dropped the book on the chair before
leaving.

12b. He dropped the book on the battle onto
the chair.

12c. He put the book on the chair before leaving.

12d. He put the book on the battle onto the
chair.
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According to constraint-based theories, dis-
course information is just one of the many factors
that affect sentence processing, so one might
assume that it is overridden by other factors in
ambiguities that are strongly biased towards one
analysis. In such ambiguities, discourse effects
may be relatively weak and may therefore show
up in later measures of processing. In weakly
biased ambiguities, by contrast, discourse may
overpower other factors, so discourse effects
should be clearer.

Spivey et al. (2002) argued that information
from the linguistic context may be forgotten or
may not be salient, so it may exert a relatively weak
effect on sentence processing. They investigated
whether information provided by a visual context
that is present during the auditory presentation of
a sentence affects processing. They asked people to
follow auditory instructions such as (13).

13a. Put the apple on the towel in the box.
13b. Put the apple that’s on the towel in the box.

Spivey et al. used the visual world eye-
movement method (Tanenhaus et al., 1995).
People’s eye movements were monitored while
they were presented with either a one-referent
scene containing a single apple on a towel, or a
two-referent scene containing two apples, one of
which was on a towel. Both scenes also contained
an empty towel without an apple, and a box.
When viewing the one-referent scene, people
looked more often at the empty towel when hear-
ing (13a) than when hearing (13b). Hence, they
appeared to initially misinterpret the preposi-
tional phrase on the towel in the temporarily
ambiguous sentence (13a) as modifying the verb
put and took it as the destination for the apple,
rather than as the modifier of the apple, which is
the correct interpretation. But most importantly,
in the two-referent scene, no such difference was
observed, suggesting that participants immedi-
ately interpreted on the towel as a modifier of the
apple. Hence, Spivey et al. argued that visual ref-
erential context immediately affected syntactic
ambiguity resolution. Chambers et al. (2004)
showed that the use of visual context during
syntactic ambiguity resolution is affected by
action-relevant properties of objects, termed
affordances. If the only one of the referents in the
two-referent scene could be picked up (e.g. the
scene contained a liquid and a solid egg), people
misinterpreted the temporarily ambiguous
prepositional phrase as modifying the verb, so
they essentially processed the sentence as in a
one-referent scene.

Results from Knoeferle et al. (2005) indicate
that people also use visual information that
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provides cues about the event roles in the sen-
tence. They tested word order ambiguities in
German and showed that depicted actions influ-
enced whether people analyzed an ambiguous
noun phrase as an agent (the subject) or a patient
(the object) of the verb. However, Snedeker and
Trueswell (2004) found less strong effects of
visual context with ambiguities that were only
slightly different from (13). They showed that
visual context influenced syntactic ambiguity
resolution, but that it did not completely elimi-
nate the preference for the verb modifier analysis.
Interestingly, Trueswell et al. (1999) and Snedeker
and Trueswell (2004) found no evidence that
children use the visual-world context at all during
syntactic ambiguity resolution.

Recent research has also investigated other
discourse effects on parsing. Hoeks et al. (2002)
proposed that people adopt the simplest possi-
ble topic structure. They showed that when a
sentence occurs in a neutral context, people pre-
ferred the analysis that introduces the fewest
number of sentence topics. But when the dis-
course had already introduced these topics, this
preference was neutralized.

Altmann et al. (1998; see also Liversedge et al.,
1998) showed that contexts created by indirect
questions also affected syntactic ambiguity reso-
lution. In the absence of a question, reading
times for next week in (14a) were longer than for
last week in (14b), indicating that readers prefer
to attach the temporal phrase to the second verb
phrase (she proposed to the committee) rather
than to the first (She'll implement the plan).

14a. She’ll implement the plan she proposed to
the committee next week, they hope.

14b. She’ll implement the plan she proposed to
the committee last week, they hope.

But when these sentences were preceded by an
indirect question such as (15), which creates the
expectation that the first clause is modified, read-
ing times were longer for (14b) than (14a).

15. The committee members wonder when
Fiona will implement the plan she proposed.

Hence, it appears that indirect questions can set
up a context that affects sentence processing.
An interesting issue is whether the processing
of word order ambiguities in languages with flex-
ible word order is affected by discourse factors.
Functional linguistic theories assume that dif-
ferent word orders reflect different information
structures of the sentence (e.g. Givon, 1984; 1990).
Non-canonical word orders should be straight-
forward when justified by prior context but dif-
ficult otherwise. In accord with this, Kaiser and

Trueswell (2004) showed that sentences with non-
canonical object-verb—subject order in Finnish
took longer to read than canonical subject-verb—
object sentences (see also Hyénid and Hujanen,
1997), but this effect was reduced when the con-
text introduced the object. A visual-world eye-
movement experiment suggested that the residual
difficulty associated with object-verb—subject
sentences was due to people anticipating new
information: before hearing the postverbal noun,
participants looked more often at new informa-
tion following object—verb—subject than following
subject-verb—object sentences.

In sum, it appears that discourse information
often has a very early influence on sentence pro-
cessing, though it does not always completely
override parsing preferences that exist in the
absence of a context. If the use of discourse
information is delayed, as claimed by modular
models, then the delay must be very short—too
short to be detected by current psycholinguistic
methods.

17.8 Testing other properties
of the models

In addition to the distinction between modular-
ity and interaction, the dominant models in the
sentence processing literature differ in other
ways. Most modular models are serial models,
i.e. they assume that the processor adopts only a
single analysis at a time, whereas most constraint-
based models assume that syntactic analyses
are activated in parallel in cases of ambiguity.
Unfortunately, it has been notoriously difficult
to test whether the processor is serial or parallel
(e.g. Gibson and Pearlmutter, 2000; Lewis,
2000), because both serial accounts and ranked
parallel accounts (in which one analysis is ini-
tially favored over others) predict comparable
garden-path effects.

A more fruitful way of discriminating between
the models is to investigate whether processing
difficulty is due to reanalysis, as claimed by the
garden-path model and other two-stage accounts,
or competition, as claimed by most constraint-
based theories. Van Gompel et al. (2005) com-
pared the processing of globally ambiguous
sentences such as (16a), where either the body-
guard or the governor may be retiring, with
semantically disambiguated sentences (16b/c)
and unambiguous sentences (16d).

16a. I read that the bodyguard of the governor
retiring after the troubles is very rich.

16b. I read that the governor of the province
retiring after the troubles is very rich.



16c. I read that the province of the governor
retiring after the troubles is very rich.

16d. I read quite recently that the governor
retiring after the troubles is very rich.

According to constraint-based competition
models, strong competition should occur in (16a),
because the constraints equally support both
analyses: they are equally plausible and roughly
equally preferred. In contrast, competition should
be much weaker in (16b/c), because plausibility
should immediately affect syntactic ambiguity
resolution. However, (16a) was actually easier to
process than (16b) and (16¢) and in fact did not
differ from (16d). These results also present dif-
ficulty for the garden-path model, which cannot
explain why low attachment sentences such as
(16¢) are harder than globally ambiguous sen-
tences such as (16a). Van Gompel et al. (2005)
accounted for these results in terms of the “unre-
stricted race model” (Van Gompel et al., 2001).
This model claims that when there is syntactic
ambiguity, the possible analyses are engaged in a
race, and that the analysis which is constructed
fastest is adopted. The more strongly syntactic
and non-syntactic information prior to the point
of ambiguity (at retiring in (16)) support an
analysis, the faster it is constructed, and therefore
the more likely it is to be adopted. For balanced
ambiguities such as (16), the processor initially
adopts each analysis about half the time, because
both analyses are about equally preferred. It there-
fore has to reanalyze about half the time in (16b)
and (16c), because plausibility information at
retiring is inconsistent with the initial analysis,
However, it never has to reanalyze when both ana-
lyzes are plausible, as in (16a), or when the sen-
tence is unambiguous, as in (16d) (see also Traxler
-» 1998; Van Gompel et al., 2001).
Dﬁecently, Green and Mitchell (2006) have
argued that Van Gompel et als (2005) results
can be explained by the competition-integration
model proposed by McRae et al. (1998) and
Spivey and Tanenhaus (1998), even though this
model assumes competition. To make this model
work, Green and Mitchell postulated that com-
petition between high and low attachment in
(16) occurs from the very first word in the sen-
tence. By the time the relative clause is encoun-
tered, only a single analysis is highly activated.
Therefore, there should be no competition in
the globally ambiguous sentences. In the disam-
biguated sentences, by contrast, the highly acti-
vated analysis may be implausible, and this
should result in difficulty. However, given that
an infinite number of structures for the rest of
the sentence is possible at the beginning of the
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sentence, the construction of all these structures
should result in a massive working memory load.
Because there is no evidence for extreme difficulty
at the beginning of the sentence, this assumption
seems implausible.

To conclude, there is no reason to assume that
competition occurs during syntactic ambiguity
resolution. Instead, the results are more consis-
tent with the unrestricted race model, which
claims that a single analysis is adopted in a prob-
abilistic fashion, and that difficulty occurs when
the initial analysis is implausible. This model also
fits well with research showing that non-syntactic
information has an early influence on syntactic
ambiguity resolution, as it claims that both syn-
tactic and non-syntactic information affect the
chance with which an analysis is adopted.

17.9 Working memory capacity

Although much research on sentence processing
has investigated modularity and interaction,
several other issues have also been prominent
over the years, and several new strands of research
have recently started to emerge. One issue that
has been the focus of much interest is the role of
working memory capacity in sentence process-
ing. Much debate has centered around the
question of whether the working memory
resources employed during syntactic processing
are different from the working memory resources
used for other, more conscious verbal tasks.
Just and Carpenter (1992) proposed a shared
resources account of working memory, in which
all linguistic processes draw upon the same lim-
ited pool of working memory resources. When
people’s working memory capacity is exceeded,
because either storage or processing demands
are very high, this should result in either a pro-
cessing slow down or a failure to maintain lin-
guistic information in memory. They claimed
that individual differences in people’s verbal
working memory lead to individual differences
in sentence processing. These differences can be
assessed with a reading span test (e.g. Daneman
and Carpenter, 1980), which determines how
many unrelated words people can remember while
reading sentences.

In contrast, Caplan and Waters (1999) pro-
posed the dedicated resources account, which
assumes that the working memory resources
dedicated to obligatory and automatic linguistic
processes such as sentence processing are differ-
ent from those used for more strategic and con-
trolled linguistic processes such as those used in
the reading span test.


Then how do they explain the lack of difference between (a) and (d)?
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In one study, King and Just (1991) tested sub-
ject and object relative clauses such as (17) in
order to investigate whether sentence complexity
effects were larger for people with a low reading
span than for people with a high reading span.

17a. The reporter who attacked the senator
admitted the error publicly after the meet-

ng.
17b. The reporter who the senator attacked
admitted the error publicly after the meeting.

As predicted by the shared resources account,
there was an interaction between reading span
and sentence complexity such that low-span
readers experienced more difficulty with object
relatives (as compared to subject relatives) than
high-span readers. However, subsequent experi-
ments did not replicate these results (Traxler etal.,
2005; Waters and Caplan, 2004), and therefore
support the dedicated resources account.

Just and Carpenter (1992) also claimed that
their theory has important implications for the
debate on modularity and interaction. They
argued that syntactic processing for low-capacity
readers is essentially modular, because their
working memory capacity is not sufficiently
large to use non-syntactic information immedi-
ately. In contrast, people with a larger working
memory capacity have sufficient resources to
use both syntactic and non-syntactic informa-
tion immediately, so syntactic processing is
essentially interactive. As evidence for this claim,
Just and Carpenter reported an experiment inves-
tigating the use of animacy in reduced relative
ambiguities such as (7). The results showed that
high-span readers experienced less difficulty
with reduced relatives with an inanimate first
noun phrase (7b) than with an animate first noun
phrase (7a), but that animacy did not affect how
low-span readers processed these sentences.
However, as pointed out by Waters and Caplan
(1996), exactly the same effects occurred with
unambiguous controls containing that was
following the initial noun phrase defendant/
evidence. Hence, there was no evidence that
during syntactic ambiguity resolution, high-
and low-span readers used animacy informa-
tion differently.

Finally, MacDonald et al. (1992) claimed that
readers with a high working memory span retain
syntactic analyses in parallel, whereas people
with a low span do not. However, a subsequent
study by Pearlmutter and MacDonald (1995)
suggested that the difference in the size of the
ambiguity effect for high- and low-span readers
was due to their different sensitivity to subtle
plausibility constraints, rather than due to a

difference in their ability to retain syntactic
analyzes in parallel, while Caplan and Waters
(1999) failed to replicate MacDonald et als
results.

More recently, MacDonald and Christiansen
(2002) argued that interactions between reading
span and sentence processing effects can be
explained as effects of experience. They claimed
that people with a high reading span tend to
read more than people with a low reading span,
and that the difference in processing difficulty
between subject and object relatives decreases
with people’s reading experience. Because the
word order in object relative clauses is rare, peo-
ple who read little (especially complex sentences)
have insufficient experience with these sentences,
so they should find them relatively hard to
process. In contrast, people with more reading
experience should find them relatively easy.
However, Caplan and Waters (2002) found no
evidence that people with a low reading span
read less than high-span readers, casting doubt
on the claim that reading experience could
explain any interactions between reading span
and sentence processing effects. Furthermore, as
we have seen, many studies have failed to find
evidence that reading span interacts with pro-
cessing difficulty, which is problematic for both
Just and Carpenter’s (1992) and MacDonald
and Christiansen’s (2002) accounts. On balance
then, the results seem most compatible with the
dedicated resources account.

17.10 Structural complexity

A number of current theories provide accounts
of which structures should result in a high work-
ing memory load. Probably the most influential
and detailed of these is Gibson's (1998) syntactic
prediction locality theory (SPLT) (see Lewis,
1996; Stabler, 1994 for other accounts; see also
Phillips and Wagers, Chapter 45 this volume).
It claims that two factors result in memory load:
syntactic storage and integration. Both occur
when there is a syntactic dependency between
two linguistic elements in a sentence. Integration
costs occur when a linguistic element has to be
integrated with another element with which it
forms a dependency. For example, unbounded
dependencies incur an integration cost when
the moved phrase (e.g. a wh-phrase) is integrated
with its trace position. Storage costs occur whilea
linguistic element has to be retained in memory
before it can be integrated with the element with
which it forms a dependency. The SPLT claims
that the more discourse referents (i.e. an entity



that is referred to with a referring expression)
intervene between two elements which form a
syntactic dependency, the larger both integra-
tion and storage costs are.

A number of experiments have provided
evidence for storage costs. Chen et al. (2005)
showed that reading times for regions interven-
ing a syntactic dependency were longer than
similar regions in sentences where there was no
such syntactic dependency. Fiebach et al. (2002)
and Phillips et al. (2005) showed evidence for a
sustained negativity in the ERP signal during
sentence regions that intervened between a syn-
tactic dependency and argued that this was due
to syntactic storage costs. Other studies have
provided evidence for integration costs. For
example, in another ERP experiment, Kaan et al.
(2000) observed a larger P600 effect at a posi-
tion in the sentence where an unbounded
dependency had to be formed than in a compa-
rable sentence without such a dependency (see
also Fiebach et al., 2002; Phillips et al., 2005).

Gibson (1998) claimed that object relatives
such as (17a) are harder to process than subject
relatives such as (17b) because both storage
and integration costs are higher in object rela-
tives. Essentially, this is because the dependency
between who and attacked in (17b) crosses the
discourse referent the senator, whereas the
dependencies in (17a) do not. Warren and Gibson
(2002) argued that the extent to which object
relatives cause processing difficulty depends
on the discourse status of this noun phrase: if
the noun phrase (e.g. an indefinite or definite
noun phrase) tends to refer to an inaccessible or
new referent, object relatives are very hard to
process, whereas they are relatively easy if the
noun phrase (e.g. a pronoun) tends to refer to
highly accessible information. They provided
evidence for this in grammaticality judgement
experiments.

However, there are different explanations for
the effect of type of noun phrase. Kaan (2001)
argued that discourse referents which are highly
accessible tend to be syntactic subjects (e.g.
Keenan and Comrie, 1977). When the referent
in the object relative clause is a pronoun (as in
the reporter who you attacked admitted the error)
and therefore tends to refer to highly accessible
referents, it is easy to associate it with the subject
role, so processing is easy. In contrast, if the ref-
erent is a definite noun phrase and therefore tends
to refer to inaccessible antecedents, associating it
with the subject role is difficult. Although Kaan
proposed this explanation to account for the
processing of relative clauses in Dutch, where
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subject and object relative clauses are often
ambiguous, this account may also explain Warren
and Gibson’s findings in English.

Gordon et al. (2001; 2004) proposed that pro-
cessing difficulty in object relative clauses is due
to interference between the noun phrases (e.g.
reporter and senator) while they have to be
retained in memory (see Lewis and Vasishth,
2005 for a different type of interference-based
account). They argued that when the two noun
phrases are of the same type (e.g. both are defi-
nite noun phrases) interference is larger than
when the two noun phrases are of a different
type (e.g. a definite noun phrase and a pronoun).
This explains Warren and Gibson’s (2002) find-
ing that difficulty with object relatives is much
reduced if the noun phrase in the relative clause
is a pronoun (see also Gordon et al., 2001).
Similarly, it explains why object relatives such as
(18a), in which one of the noun phrases is a def-
inite noun phrase and the other a proper name,
are easier to process than object relatives with
two noun phrases, such as (18b) (Gordon et al.,
2001; 2004).

18a. It was John that the lawyer saw in the
parking lot.

18b. It was the barber that the lawyer saw in
the parking lot.

This latter finding is inconsistent with Gibson’s
SPLT, because the noun phrase the lawyer,
which crosses the dependency between the
relative pronoun and the verb saw in the relative
clause, is identical. Finally, Gordon et al. (2004)
showed that difficulty with object relatives is
unaffected by whether this noun phrase is defi-
nite or indefinite. This is difficult for both the
SPLT and Kaan’s (2001) account to explain,
because both claim that the difference in acces-
sibility of the discourse entities that definite and
indefinite noun phrases refer to should affect
processing.

An important question is whether the pro-
cessing of subject and object relative clauses is
only affected by differences in working memory
demands, Several studies have shown that seman-
tic factors also play a role. That is, object rela-
tives tend to be easier to process when semantics
rules out the subject relative clause interpreta-
tion than when it is consistent with both the
object and subject relative interpretation (Mak
etal., 2002; Traxler et al., 2005). However, results
by Traxler et al. (2002) in English and Schriefers
et al. (1995) in German suggest that semantic
information does not completely eliminate dif-
ficulty with object relatives, and therefore that
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it does not entirely neutralize difficulty resulting
from working memory demands.

17.11 Adopting ungrammatical
syntactic structures

A major challenge for parsing theories comes
from recent findings suggesting that the proces-
sor may sometimes adopt ungrammatical syn-
tactic structures. Gibson and Thomas (1999)
observed that in sentences with multiple object-
relative embeddings, people preferred incomplete
sentences to complete sentences. Furthermore,
Christianson et al’s (2001) data discussed above
suggest that people may retain two incompatible
syntactic structures in parallel. Tabor et al.
(2004) showed that people had difficulty with
reduced relatives such as in (19) even though the
prior syntactic structure made the alternative
main clause analysis ungrammatical.

19. The bandit worried about the prisoner
transported the whole way by the
capricious guards.

Research by Ferreira (2003) suggests that people
may even misanalyze sentences that are not locally
ambiguous. She showed that people often mis-
analyzed passive sentences such as (20) as an
active sentence meaning the dog bit the man.

20. The dog was bitten by the man.

Ferreira argued that the processor uses a strat-
egy to interpret the first noun phrase as the agent
and the second as the patient, despite the fact
that this is ungrammatical (see also Townsend
and Bever, 2001). According to Ferreira, this strat-
egy is particularly strong if plausibility informa-
tion supports this analysis. Ferreira used an
offline task where participants had to identify
the “doer” and the “acted-on” nouns in the sen-
tences. This task may be sensitive to strategic
effects, so it will be important to examine whether
these effects also occur during online processing.

Interestingly, on-line evidence from ERP
studies suggests that people may sometimes mis-
analyze active sentences as passives. Kim and
Osterhout (2005) presented readers with sen-
tences such as (21):

21a. The hearty meal was devouring by the kids.
21b. The dusty tabletops were devouring
thoroughly.

At devouring in (21a), a P600 effect occurred
(relative to plausible control conditions), which
is normally associated with syntactic incongru-
ency (e.g. Kutas and Federmeier, Chapter 23

this volume), whereas in (21b) an N400 effect,
associated with semantic incongruency, occurred.
Kim and Osterhout argued that because hearty
meal is a plausible theme of devour, readers
analyze it as the subject of a passive, despite the
fact that this is ungrammatical. In Kim and
Osterhout’s study, it is possible that readers ini-
tially analyzed the sentence as a passive because
this analysis is grammatically possible and the
most plausible analysis until they encounter the
inflection -ing. However, Van Herten et al. (2005;
Kolk et al., 2003) tested Dutch implausible sen-
tences such as (22) and also showed a P600 effect
at joeg ‘hunted’ (relative to plausible counterparts).

22. De vos die op de stroper joeg sloop door
het bos.
The fox that at the poacher hunted stalked
through the woods.
“The fox that hunted the poachers stalked
through the woods’

Here, the plausible analysis (the poacher hunted
the fox) becomes syntactically impossible at op
‘at’ before joeg ‘hunted’. Van Herten et al. (2005)
proposed that readers use a plausibility heuristic
in parallel with syntactic analysis, and that the
conflict between the two results in a P600 effect.
Hence, in contrast to Kim and Osterhout
(2005), they do not assume that semantic plau-
sibility causes syntactic misanalysis. Still, both
accounts are inconsistent with the traditional
view that the processor does not consider
ungrammatical structures. However, this con-
clusion may not be necessary. Kuperberg et al.
(2003) observed very similar results for sen-
tences such as For breakfast the eggs would eat
toast and jam, and argued that the P600 occurs
because the agent role that is assigned by the
verb is inconsistent with the inanimate subject.
On this account, the processor does not initially
consider the ungrammatical analysis.

In fact, research on unbounded dependencies
(e.g. McElree and Griffith, 1998; Stowe, 1986;
Traxler and Pickering, 1996) suggests that the
processor does adhere to grammatical constraints
known as island constraints (e.g. Ross, 1967). For
example, Traxler and Pickering (1996) showed
that people did not analyze the book as the theme
of wrote in sentences similar to (23).

23. We like the book that the author who wrote
unceasingly saw.

This suggests a very tight link between grammar
and processor, in sharp contrast to studies like
Ferreira (2003). It is likely that future research will
try to reconcile these seemingly different results,
and will lead to more detailed models of



whether and how people construct ungrammat-
ical syntactic representations.

17.12 Conclusions and future
directions

We have seen that one of the important aims in
sentence processing research has been to investi-
gate whether the parser is modular or interac-
tive. This research has revealed many of the
factors that affect sentence processing. It appears
that non-syntactic information often has a very
rapid effect on sentence processing, especially
discourse and frequency information, though
the use of semantic plausibility information
appears to be less rapid. Overall, the findings on
the use of non-syntactic information seem most
compatible with interactive accounts such as
constraint-based theories (e.g. MacDonald et al.,
1994; McRae et al., 1998; Trueswell et al., 1994).
They can straightforwardly account for the rapid
use of non-syntactic information, and many
of the findings that show a delayed use of non-
syntactic information may be explained by assum-
ing that this information is too weak to override
strong syntactic biases. Modular theories (e.g.
Ferreira and Clifton, 1986; Frazier, 1987; Rayner
etal., 1983) may account for the rapid use of non-
syntactic information by assuming that the
delay in the use of non-syntactic information is
extremely short, and undetectable with our cur-
rent methods. However, this raises the question
of why one needs to postulate a two-stage proces-
sor to explain current data.

The very rapid use of non-syntactic informa-
tion provides support for constraint-based the-
ories, but not all findings are compatible with
these theories. In particular we have seen that,
contrary to the predictions of most constraint-
based theories, there is evidence that competi-
tion during syntactic ambiguity resolution does
not occur (e.g. Van Gompel et al,, 2005). To

lain the absence of competition (Green and
Mitchell, 2006), one needs to resort to assump-
tions that seem implausible and for which there
is certainly no evidence. Rather, the results sug-
gest that the processor employs multiple sources
of information to select an analysis, and process-
ing difficulty occurs when reanalysis has to occur
(rather than when two analyses compete).

Although the debate between modular and
interactive models has dominated research on
sentence processing, several other issues have
also been the focus of attention. One important
strand of research has investigated how work-
ing memory load affects processing. As we have
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discussed, it is clear that people use working
memory during sentence processing, but the
working memory resources used for sentence
processing are likely to be different from those
used for verbal tasks to assess working memory
capacity such as the reading span task (e.g. Caplan
and Waters, 1999; Waters and Caplan, 1996; but
cf. Just and Carpenter, 1992). Other researchers
have started to develop detailed models about
the type of sentences that result in a high work-
ing memory load (e.g. Gibson, 1998). This has led
to research investigating the processing of largely
unambiguous sentences, which suggests that
working-memory related factors such as storage
cost, integration cost, and memory interference
play important roles in the processing of sen-
tences that involve long distance dependencies.

In the last couple of years, several new themes
have started to emerge. We expect that future
research will study sentence processing within a
much broader perspective. For instance, the use of
the visual-world eye-movement method (e.g.
Tanenhaus et al., 1995) has opened up many pos-
sibilities for exploring the interaction between sen-
tence and visual processing. As discussed in section
17.7 on discourse effects, it is already clear that the
visual context has a strong influence on sentence
processing (e.g. Chambers et al., 2004; Spivey et al.,
2002). Furthermore, research on anticipations
in sentence processing indicates that people look
at objects in a scene which are likely to be men-
tioned in the upcoming part of the sentence (e.g.
Altmann and Kamide, 1999; Kamide et al., 2003).
Itis probable that in the near future much progress
will be made in research that investigates the inter-
action between language and vision.

Researchers have also become more and more
interested in natural conversation. Until recently,
most research focused on how people process
perfectly constructed sentences, mostly during
reading. However, the sentences produced dur-
ing natural conversation are generally very differ-
ent from those in well-constructed texts. During
natural conversation, speakers often produce
marginally grammatical sentences and disfluen-
cies such as speech errors, corrections, repeti-
tions, and pauses; so one challenge for sentence
processing research is to investigate how people
process sentences with such imperfections. As we
have seen, several recent studies have investi-
gated the processing of ungrammatical sentences
(e.g. Ferreira, 2003; Kim and Osterhout, 2005).
Researchers have also started to investigate how
people process sentences with disfluencies.
Bailey and Ferreira (2003) investigated sentences
such as (24), where the noun phrase the waiter is
temporarily ambiguous, because it can initially



of information are used in selecting among
potential analyses.
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